Quantitative electron tomography: The effect of the three-dimensional point spread function

Hamed Heidari a, Wouter Van den Broek b, Sara Bals a,*

a EMAT, University of Antwerp, Groenenborgerlaan 171, B-2020 Antwerp, Belgium
b Institut für Experimentelle Physik, Universität Ulm, Albert-Einstein-Allee 11, 89081 Ulm, Germany

1. Introduction

In recent years, new developments in the field of materials science and nanotechnology have been driving the demand for quantitative characterization at the nanoscale. In many studies, the distribution of the diameter of nanoparticles or nanostructures in general is of importance. Transmission electron microscopy (TEM) is an excellent technique to study nanomaterials, but one should never forget that these images correspond to a two-dimensional (2D) projection of a three-dimensional (3D) object. Therefore, electron tomography for inorganic materials has been developed and applied in an increasing number of investigations over the last 15 years [1–4].

When performing an electron tomography experiment, the specimen is tilted over an angular range as large as possible. Acquisition of the same area of interest is made every few degrees, typically every 1° or 2°. Once a tilt series of images is obtained, the series is aligned and used as an input for a mathematical algorithm that reconstructs the 3D structure. Despite the progress that has been made concerning novel tomography holders [5], acquisition schemes and reconstruction algorithms [6–8], quantitative electron tomography is still not straightforward.

Accurate quantification of the particle diameter requires a segmentation step following the reconstruction. Unfortunately, automatic segmentation by, for example, thresholding is hampered by artifacts that may be present in the reconstruction [9]. As a result, segmentation is mostly carried out manually.

In order to overcome this problem, it is important to eliminate reconstruction artifacts as much as possible. The most important artifact is due to the fact that a specimen holder can often not be tilted over the full angular range because of the limited spacing in between the pole pieces of the objective lens. In addition, the thickness of a sample, the TEM grid or the holder can lead to shadowing at higher tilt angles. This results in missing information, which is referred to as the missing wedge [10]. Nowadays, the missing wedge can be avoided using on-axis tilt tomography, but this technique cannot be applied for all nanomaterials. The most apparent artifact due to the missing wedge is an elongation of the resolution along the beam direction [2]. Also other factors will lead to artifacts, for example misalignment and a limited number of projection images.

Recently, Ref. [11] has reported that the reconstructions of smaller particles show a lower intensity than reconstructions of particles of the same composition with a larger radius. In Section 2, the origin of this artifact and its effect on segmentation and radius estimation is shown. Furthermore, a strategy to correct the radius estimates is proposed. In Section 3 experiments illustrating our assertions are presented. In Section 4 the results of these experiments are discussed.

2. Theory and calculation

The imaging system for an electron tomography experiment consists of three basic steps: acquisition of the 2D projection...
images, alignment of the projection images and finally the 3D reconstruction. Imperfections during each step introduce blurring in the final result, which in this paper is described as a convolution with the PSF$_{3D}$, the 3D point spread function. Previous investigations [12] have shown that an experimental reconstruction with the simultaneous iterative reconstruction technique (SIRT) is space-invariant to a good approximation.

For electron tomography, it is required that the intensity in each 2D projection image can be regarded as a monotonic function of the projection of the physical quantity to be reconstructed [13,14]. In materials science, high angle annular dark field scanning transmission electron microscopy (HAADF-STEM) [15] is one of the imaging techniques that fulfill this projection requirement. Using this technique, the detector gathers electrons that are incoherently scattered to high angles (> 50 mrad) with respect to the electron beam direction. Ideally, the image intensity scales with a projection along the beam direction of the atomic number to the electron beam direction. Ideally, the image intensity scales yield a single gray value for the whole reconstruction.

To determine the PSF$_{3D}$, we follow the approach as proposed in [12], where intensity profiles are extracted at the edge of a reconstructed nanoparticle along principal axes x, y and z (shown in Fig. 1). For an ideal reconstruction, such intensity profile is expected to be a step function. In practice, however, the profile is smoothened. In this paper, the profiles are fitted to an edge spread function (ESF) [12],

$$\text{ESF}(x) = \frac{a_1}{1 + \exp\left(-\frac{(r-x)}{\sigma}\right)} + \frac{a_2}{1 + \exp\left(\frac{r-x}{\sigma}\right)}$$

(1)

where r is the edge position, $\sigma$ is the width of the edge, $a_1$ is the intensity in the particle and $a_2$ is the intensity of the particle’s surrounding medium, as illustrated in Fig. 2. The ESF in Eq. (1) is a sum of two logistic distributions [19]. The heavy tails of the logistic distribution, as compared to a normal distribution, often increase the robustness of the analysis. That is why the function has been proposed in earlier studies [20] to approximate the distribution of unknown variables. Since two logistic functions add up to a new logistic function superposed on a constant background, the one-dimensional PSF, PSF$_{1D}$, can be obtained by deriving the logistic function with respect to x and a renormalization to 1. The result reads as

$$\text{PSF}_{1D} = \frac{\exp\left(-\frac{x}{\sigma}\right)}{\sigma\left(1 + \exp\left(\frac{-x}{\sigma}\right)\right)^2}$$

(2)

To extend the PSF$_{1D}$ in three dimensions, the widths $\sigma_x$, $\sigma_y$ and $\sigma_z$ are measured along each of the principle axes and combined as

$$t^2 = \frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2} + \frac{z^2}{\sigma_z^2}$$

(3)

yielding the PSF$_{3D}$:

$$\text{PSF}_{3D} = \frac{\exp(-t)}{(1 + \exp(-t))^2 N}$$

(4)

with N a normalization factor.

The large tails of the PSF$_{3D}$ spread out the intensity of a reconstructed particle, and since the particle’s total intensity must be conserved, the intensity in the center reduces. This effect is expected to be more severe for smaller particles than for larger particles and to become negligible if the particles are much broader than the PSF$_{3D}$. The solid line in Fig. 3 shows the expected gray value in the particle center as a function of diameter, note how the intensity levels off for larger particles.

This intensity variation also affects the result of segmentation through thresholding. In a simulation, a set of particles is convolved with the PSF$_{3D}$. Then a thresholding is applied, where the threshold is set to half the intensity of the center of a very large particle. Afterwards, the diameters of the segmented particles are measured.

![Fig. 1. Schematic drawing of the geometry of a single tilt axis tomography experiment of a pillar-shaped specimen. The principle tomography axes are shown.](image)

![Fig. 2. A schematic drawing showing the analytical model of the ESF. The intensity profile acquired from the reconstruction of the particle is modeled as a function of distance, using two combined sigmoid curves. Parameters $a_1$ and $a_2$ correspond to the intensities inside and outside the particle, respectively, and the grey disk represents the particle.](image)

![Fig. 3. The intensity in the center of the Pb particles as a function of particle diameter. The solid curve gives the simulation and the points the experiments.](image)
Fig. 4 shows the dependence between both. Note how the PSF3D places a lower bound on the detectable particle diameters: in this example, a particle with a true diameter that approaches zero yields a measured diameter of about 4.4 nm. Eventually, the true diameters are retrieved by applying this function to the measured diameters, thus correcting the effect of the finite PSF3D. The solid curve in Fig. 4 is therefore called the correction function in the remainder of this paper. The correction function returns the true diameter of the particle based on the measured value from the experiment.

3. Materials and methods

A micropillar specimen is prepared using focused ion beam (FIB) milling. The sample contains Pb nanoparticles distributed in a Si matrix [21]. Using a Fischione 2050 dedicated on-axis tomography holder, a tilt series is recorded using a Jeol 3000F operated at 300 kV. The acquisition is performed by focusing the 2D projections using the z-height control of the microscope stage. A tilt series of 2D projection images is acquired over an angular range of \((-90^\circ, +90^\circ)\) and using an angular increment of \(\pm 2^\circ\). The alignment procedure for the series is performed using an iterative cross-correlation in FEI Inspect3D [22]. The reconstruction based on 20 iterations of SIRT [12] is performed using FEI inspect 3D. A voltex (volume) rendering of the reconstruction is presented in Fig. 5.

4. Results and discussions

The point spread function has also been investigated for experiments in which a missing wedge is present [12]. Here, we aim to investigate the effect of the point spread function on quantification of electron tomography results in which a missing wedge is absent. The effect of the missing wedge when quantifying results from an electron tomography experiment has been the subject of earlier studies [9]. It was shown that it is far from straightforward to obtain any quantitative results in 3D in case a reconstruction is obtained by applying a conventional reconstruction algorithm (e.g. SIRT) to an incomplete tilt series.

4.1. The attenuation of intensity

We assumed that the attenuation of intensity caused by PSF3D results in the phenomenon that is observed in [23]. Therefore we tried to simulate the attenuation of intensity for the series of Pb particles. The PSF3D of the reconstruction is measured according to the procedure explained in Section 2. The intensity profiles are extracted normal to the surface of the particles parallel to the main tomography axes from eight particles of various sizes according to [12]. These profiles are chosen symmetrically around the edge onset of the particles with five pixels on either side. The corresponding \(s\) values (according to Eq. (1)) are listed in Table 1. The mean values for \(s\) are 2.1, 1.6 and 2.0 nm for \(s_x, s_y\) and \(s_z\), respectively. Since the measurements do not suffer from a missing wedge, the \(x\)-axis and the \(z\)-axis are equivalent and \(s_x\) and \(s_z\) are thus expected to be equal.

<table>
<thead>
<tr>
<th>Particle diameter (nm)</th>
<th>(s_x) (nm)</th>
<th>(s_y) (nm)</th>
<th>(s_z) (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>27.5</td>
<td>2.0</td>
<td>1.7</td>
<td>2.2</td>
</tr>
<tr>
<td>18.2</td>
<td>2.1</td>
<td>1.5</td>
<td>2.1</td>
</tr>
<tr>
<td>17.5</td>
<td>2.0</td>
<td>1.6</td>
<td>1.9</td>
</tr>
<tr>
<td>15.7</td>
<td>2.2</td>
<td>1.5</td>
<td>2.0</td>
</tr>
<tr>
<td>14.2</td>
<td>1.9</td>
<td>1.6</td>
<td>1.9</td>
</tr>
<tr>
<td>13.9</td>
<td>2.1</td>
<td>1.6</td>
<td>2.0</td>
</tr>
<tr>
<td>12.3</td>
<td>2.1</td>
<td>1.4</td>
<td>2.1</td>
</tr>
<tr>
<td>11.9</td>
<td>2.1</td>
<td>1.7</td>
<td>2.1</td>
</tr>
</tbody>
</table>
Next, simulated spherical particles of varying diameters are convolved with the PSF3D. The particle diameters cover the range of the experimental measurements. For each convolution the intensity in the center of the particle is measured. This procedure is summarized in the flow chart presented in Fig. 6. In Fig. 3, the solid line represents the measured intensity at the center of nanoparticles showing that the simulations are in accordance with the experimental intensities at the center of the reconstructed Pb-particles. These measurements indeed confirm the findings of Ref. [23]. The simulation result in Fig. 3 is fitted to the experiments with a linear transformation to correct any rescaling that has occurred during the acquisition and the reconstruction of the data. Furthermore, it is observed that the intensity at the center of the nanoparticles saturates for larger particle diameters, in our experiment around 40 nm.

4.2. The correction of particle diameter measurements

To investigate the effect of PSF3D on the estimate of particle diameters, a set of particles is convolved with the PSF3D in a simulation. Next, in order to segment the particles, a thresholding is applied to the resulting convolution, where the threshold is set to half the intensity of the center of a very large particle (saturated intensity in Fig. 3). Fig. 4 shows the measured diameter after segmentation (solid curve) and the true diameter of the particles (dashed line). The solid curve referred to as the correction function in Section 2 can be used to correct the measured diameters. It also indicates how PSF3D places a lower bound on the detectable particle diameter. A particle with a true diameter that approaches zero yields a measured diameter of 4.4 nm.

Therefore it can be deduced that all segmented particles with a measured diameter of below the lower bound must be non-physical and result artificially from the segmentation procedure. Therefore, they can be safely omitted from the histogram. The correction function is then applied to the remaining measured diameters, thereby yielding the true diameters. In Fig. 7 the histograms before and after diameter correction are presented. Assuming a log-normal diameter distribution [24–26], the geometric mean before and after correction is 12.3 and 11.3 nm and the geometric standard deviation before and after correction is 1.7 and 2.1. This results in a 95% confidence interval of (4.1 nm, 37.0 nm) for the uncorrected distribution and (2.6 nm, 50.1 nm) for the corrected distribution.

5. Summary

In this work we explain how the three-dimensional point spread function affects the intensity of reconstructed particles as a function of their diameter. It was then shown how this artificial intensity variation impedes proper image segmentation which results in an inaccurate estimation of the diameter. The theoretical predictions were corroborated with experimental reconstructions of Pb-particles. Eventually, a correction of the measured diameters was performed. This showed that without correction, the geometrical mean of the diameter distribution in our experiments was overestimated and that the width of the distribution was severely underestimated. This approach can be considered as an optimized route to 3D quantitative information.
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